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Abstract

Several new approaches to the modelling of liquid droplet heating and evaporation by convection and radiation from the surrounding hot gas are reviewed. The finite thermal conductivity of the liquid, recirculation within droplets, time dependence of gas temperature and the convection heat transfer coefficient are taken into account. The relatively small contribution of thermal radiation to droplet heating allows us to describe it by a simplified model, which does not consider the variation of radiation absorption inside the droplets. In the case of stationary droplets a coupled solution of the heat conduction equation for gas and liquid phases is obtained. A transient modification of Newton’s law is introduced via a correction to either the gas temperature or convection heat transfer coefficient. The solution is analysed using values of parameters relevant to liquid fuel droplet heating in a diesel engine. Since gas diffusivity in this case is more than an order of magnitude larger than liquid diffusivity, for practical applications in computational fluid dynamics (CFD) codes, this model can be simplified by assuming that droplet surface temperature is fixed. Moreover, if the initial stage of droplet heating (a few μs) can be ignored then the steady-state solution for the gas phase can be applied for the analysis of droplet heating. This solution is described in terms of the steady-state convection heat transfer coefficient. All transient effects in this case are accounted for by liquid phase models. A decomposition technique for the solution of the system of ODEs, based on the geometrical version of the integral manifold method, is described. A comparative analysis of hydrodynamic and kinetic approaches to the problem of diesel fuel droplet evaporation is described. The kinetic approaches are based on a simplified analysis of the Boltzmann equation and its direct numerical solution. Kinetic models predict longer evaporation times and higher droplet temperature compared with the hydrodynamic model. It is recommended that kinetic effects are taken into account when modelling the evaporation process of diesel fuel droplets in realistic internal combustion engines. The preliminary results predicted by deterministic and stochastic models of droplet break-up, both implemented into the KIVA-2 code, are compared with high-speed video images of diesel sprays.

Nomenclature

\begin{tabular}{ll}
\textit{a, b} & coefficients in Eq. (1) \\
\textit{Fo} & Fourier number \\
\textit{h} & convection heat transfer coefficient \\
\textit{Kn} & Knudsen number \\
\textit{P} & radiative power density \\
\textit{R} & distance from the droplet centre \\
\textit{R}_d & droplet radius \\
\textit{R}_{d0} & initial droplet radius
\end{tabular}
1. Introduction

The focus of this paper is on a summary of recent developments in the models for droplet heating and evaporation, and presentation of some new preliminary results referring to the development and implementation of droplet break-up models. Recent developments in droplet heating models are discussed in Section 2. It is shown that the conventional Newton’s law for stationary droplet heating can be generalised to the case of transient heating via the relevant correction of the convection heat transfer coefficient. It is pointed out that in the case of realistic diesel droplet heating, the results predicted by the effective thermal conductivity model with homogeneous absorption of thermal radiation are close to those predicted by the extended model with distributed absorption of thermal radiation in droplets. The numerical model based on the analytical solution of the heat conduction equation inside droplets is recommended for implementation into computational fluid dynamics codes. Section 3 is focused on recent developments of kinetic models for droplet evaporation with a view to their application to the modelling of diesel fuel droplet evaporation into high pressure air. A new numerical algorithm for direct solution of the Boltzmann equation is applied for this analysis. The results confirm the earlier findings, that the kinetic effects are not negligible in this case and need to be taken into account in numerical modelling of the process. Results of the implementation of TAB, WAVE and stochastic models into the KIVA 2 CFD code, and preliminary comparison of the results with in-house experimental data are presented in Section 4. The main results of the paper are summarised in Section 5.

2. Effects of droplet heating models

The importance of the development of accurate and computer efficient models, describing fuel droplet heating and evaporation in engineering and environmental applications, is widely recognised (Sazhin, 2006) In most of these applications, the processes of droplet heating and evaporation have to be modelled alongside the effects of turbulence, combustion, droplet break-up and related phenomena in complex three-dimensional enclosures (Durand et al, 1999; Sabelnikov et al, 2006; Sazhin, 2006). This has led to a situation where finding a compromise between the complexity of the models and their computational efficiency becomes the essential precondition for successful modelling. In a series of our papers (e.g. Dombrovsky and Sazhin (2003), Sazhin et al (2004a,b), Abramzon and Sazhin (2005, 2006)), simplified models for droplet heating and evaporation have been developed. In these models sophisticated underlying physics was described using relatively simple mathematical tools. Some of these models, including those taking into account the effects of the temperature gradient inside droplets, recirculation inside them and their radiative heating, were implemented into numerical codes focused on simulating droplet convective and radiative heating, evaporation and the ignition of the fuel vapour/air mixture (Sazhin et al, 2005a,b).

During the heating and evaporation of droplets, the processes in the liquid and gas phases are, in general, closely linked. This has been demonstrated by coupled solutions of the heat conduction equation in these phases for stationary, spherical and non-evaporating droplets. Cooper (1977) solved this problem using the Laplace transformation, assuming that the gas medium is infinite. The initial body and gas temperatures were assumed to be uniform. The effects of thermal radiation were not taken into account. Sazhin et al (2005c,d) presented the solution in the form of converging series. The size of the domain occupied by the gas was assumed to be finite, and the outer boundary of this domain was kept at constant temperature. The initial radial distribution of temperature in the
droplet was taken into account. A modification of Newton's law for droplet heating was introduced via a correction to either the gas temperature or convection heat transfer coefficient. The results were analysed using values of parameters relevant to the problem of liquid fuel droplet heating in a diesel engine. The values of the corrections to the convection heat transfer coefficient varied from about 0.1 (large domain occupied by gas andFo=500) to 2.8 (at Fo=0.1). In the case of an infinitely thick spherical layer of gas, the results predicted by Sazhin et al (2005c,d) coincide with those which follow from the formulae obtained by Cooper (1977). For sufficiently small Fo, these results coincide for any finite thickness of the gas layer. The effect of thermal radiation on droplet heating is accounted for via the additional corrections to gas temperature or the convection heat transfer coefficient. It was shown that for the values of parameters typical for diesel fuel droplets, the effects of radiation on the surface heat flux are small for small Fo, but become dominant for large Fo (Fo>50).

The generalisation of these solutions to the case of moving, evaporating droplets in a realistic environment, modelled by computational fluid dynamics (CFD) codes, seems infeasible at the moment. Fortunately, in many practical applications, including those in diesel engines, the diffusivity of the gas phase is substantially (more than an order of magnitude) larger than that of a liquid case. This allows us to separate the processes of these phases, taking into account that gas adjusts to changing parameters much more quickly than does liquid. The problem of heat transfer from gas to liquid using the same assumptions as in (Cooper, 1977; Sazhin et al, 2005c,d), but with fixed droplet temperature, was solved by a number of authors, including Todes (1968), Feng and Michaelides (1996) and Sazhin et al (2001). As follows from this solution, initially, the heat transfer coefficient from gas to droplets is infinitely high, but it approaches the steady state value rather rapidly. If this initial stage (a few μs in the case of diesel fuel droplet heating (Sazhin et al, 2001)) is ignored then it can be assumed that the heating of droplets by the gas phase can be described in terms of a steady-state heat transfer coefficient. This assumption is universally used in CFD codes (e.g. PHOENICS, FLUENT, KIVA, and VECTIS). It allows us to consider steady-state gas phase models, and assume that all transient processes take place only in the liquid phase. In other words we can describe droplet heating in terms of the convective heat transfer coefficient \(h\).

In (Sazhin et al, 2005a) the results of implementation of the analytical solution of the heat conduction equation inside droplets, for a constant convection heat transfer coefficient \(h\) (originally reported by Sazhin et al (2004b)), into a numerical codes were reported. This code was then applied to numerical modelling of fuel droplet heating and evaporation in conditions relevant to diesel engines, but without taking into account the effects of droplet break-up. This approach was shown to be more CPU effective and accurate than the approach based on the numerical solution of the discretised heat conduction equation inside the droplet, and more accurate than the solution based on the parabolic temperature profile model. The relatively small contribution of thermal radiation to droplet heating and evaporation allowed the authors to take it into account using a simplified model, which does not consider the variation of radiation absorption inside semi-transparent droplets (Sazhin et al, 2004a). This result is similar to the one reported by Abramzon and Sazhin (2005, 2006).

An approximate expression for the average radiative power absorbed per unit volume inside droplets, which turned out to be particularly useful for practical applications, was derived in the form (Dombrovsky et al, 2001; Sazhin et al, 2004a):

\[
P(R) = 3 \times 10^6 \ a \ \sigma \ \frac{R_{d(\mu m)}^{b-1}}{R^b} \ \theta_R^b,
\]

where \(\theta_R\) is the radiation temperature, \(R_{d(\mu m)}\) is the droplet radius in \(\mu m\),
\[a = a_0 + a_1 \theta_R / 10^3 + a_2 (\theta_R / 10^3)^2,\quad b = b_0 + a_1 \theta_R / 10^3 + b_2 (\theta_R / 10^3)^2,\]

\(\theta_R\) can be assumed equal to the external temperature \(T_{\text{ext}}\) in the case of an optically thin gas in the whole domain. Explicit expressions for the coefficients \(a\) and \(b\) for a typical automotive diesel fuel (e.g. low sulfur ESSO AF1313 diesel fuel) in the range of external temperatures 1000 - 3000 K are given in (Sazhin et al, 2004a).

In (Sazhin et al, 2004b) the solution for constant convection heat transfer coefficient \(h\) was generalised to the case of almost constant \(h\). In the case of arbitrary \(h\) the original differential equation for heat conduction inside a droplet was reduced to the Volterra integral equation of the second kind. These results, however, were shown to be of limited practical importance for application in numerical codes (Sazhin et al, 2005a).

The model described in (Sazhin et al, 2005a) was further developed in (Sazhin et al, 2005b). In the latter paper, the effects of the temperature gradient inside fuel droplets on droplet evaporation, break-up and the ignition of fuel vapour/air mixture were investigated based on a zero-dimensional code. This code took into account the coupling between the liquid and gas phases and described the autoignition process based on the eight step chain branching reaction scheme (Shell autoignition model). The effect of the temperature gradient inside droplets was investigated by comparing the ‘effective thermal conductivity’ (ETC) model and the ‘infinite thermal conductivity’ (ITC) model, both of which were implemented into the zero-dimensional code. It was pointed out that in the absence of break-up, the influence of the temperature gradient in droplets on droplet evaporation in a realistic diesel engine environment was generally small (less than about 5%). In the presence of the break-up process, however, the temperature gradient inside the droplets led to a significant decrease in evaporation time.

Even in the absence of break-up, the effect of the temperature gradient inside droplets led to a noticeable decrease in the total ignition delay. In the presence of break-up this effect was shown to be enhanced substantially, leading to more than a halving of the total ignition delay. It was recommended that the effect of the temperature gradient inside the droplets is taken into account in computational fluid dynamics codes describing droplet break-up and evaporation processes, and the ignition of the evaporated fuel/air mixture.

Calculations of the droplet vaporization rate performed using the simplified ‘effective-conductivity’ model with the internal radiation heat source uniformly distributed showed exceptionally good agreement with results obtained based on the more accurate ‘extended’ vaporization model with the non-uniform distribution of radiation absorption (Abramzon and Sazhin, 2005, 2006). This allowed Abramzon and Sazhin to recommend using the ‘effective-conductivity’ model with uniform radiation absorption for spray combustion calculations, including applications in internal combustion engines.

When modelling the heating and evaporation of a realistic polydisperse spray alongside the autoignition of the fuel vapour/air mixture, the problem of solving the system of stiff ordinary differential equations emerges. Bykov et al (2004, 2006) suggested a new decomposition technique for the solution of this system, based on the geometrical version of the integral manifold method (Gol’dshtein and Sobolev, 1992). This is based on comparison of the values on the right hand sides of these equations, leading to separation of the equations into equations for ‘fast’ and ‘slow’ variables. The hierarchy of the decomposition is allowed to vary with time. Equations for fast variables are solved by a stiff ODE system solver with the slow variables taken at the beginning of the time step. The solution of the equations for the slow variables is presented in a simplified form, assuming linearised variation of these variables for the known time evolution of the fast variables. This can be considered as the first order approximation for the fast manifold. This approach was
applied to the problem of modelling heating and evaporation of polydisperse spray and the autoignition of the fuel vapour/air mixture. Its clear advantages were demonstrated from the point of view of accuracy and CPU efficiency, compared with the conventional approach widely used in CFD codes (Bykov et al, 2004, 2006; Sazhina et al, 2005). The difference between the solution of the full- and that of the decomposed-system of equations was shown to be negligibly small for practical applications. It was shown that in some cases the system of fast equations is reduced to a single equation.

3. Kinetic effects

Since the pioneering papers by Hertz (1882) and Knudsen (1915) the kinetic methods have been widely used in the modelling of evaporation, condensation and other transfer processes (see Sazhin (2006) and the references therein). These methods have been almost exclusively applied to the cases when gases are rarefied with Knudsen numbers exceeding $10^{-2}$. At the same time, a number of authors drew attention to the fact that even in the case where $\text{Kn} \to 0$, the application of hydrodynamic methods to modelling fluid dynamics, heat and mass transfer processes is not always justified (Sone et al, 1996a,b; Takata and Aoki, 1999; Sone, 2002). In the recent paper by Kryukov et al (2004) it was demonstrated that even in the case of droplet evaporation into high pressure gas (diesel engines) the kinetic effects can be non-negligible. It was shown that these effects can lead to an increase in the evaporation time of up to 5-10% compared with the prediction of the conventional hydrodynamic model in the case of small droplets (radii about 5 μm) injected into a hot gas with temperatures $T_g = 750$-2000 K. The hydrodynamic models for droplet evaporation are essentially based on the assumption that molecules can be removed from the surface of droplets quickly enough to maintain fuel vapour concentration near the droplets at saturation level (Sazhin, 2006). The kinetic models take into account the finite speed of the removal of these molecules. Hence, the evaporation rate predicted by hydrodynamics models is always larger when compared with the rate predicted by kinetic models.

Although the kinetic processes take place in a very thin Knudsen layer adjacent to the droplet surface, a noticeable reduction in the density of vapour is observed between the surface of the droplet and the outer boundary of this layer. In this case, the flux density of vapour, as predicted by the kinetic model, is controlled by the vapour density at the outer boundary of the Knudsen layer. The latter is less than the vapour density at the droplet surface, which controls the vapour flux predicted by the hydrodynamic model. This is consistent with the above mentioned conclusion regarding the evaporation rates predicted by kinetic and hydrodynamic models.

The kinetic model for diesel fuel droplet evaporation used by Kryukov et al (2004) was essentially based on the analysis reported earlier by Muratova and Labuntsov (1969). This was an approximate analysis of the Boltzmann equation, performed under a number of assumptions and leading to an explicit expression for mass flux of vapour leaving the droplet. Two of these assumptions seem to be particularly important for practical applications. These are the assumption that the evaporation coefficient $\beta$ is a priori given and the assumption that no other gases, apart from vapour, are present in the Knudsen layer. Since no direct measurements or calculations of $\beta$ for diesel fuel are available the minimal and average values of this parameter for water (0.04 and 0.5) were used.

Quantitative analysis of evaporation and condensation processes in binary mixtures seems infeasible in the approach used by Kryukov et al (2004). The application of numerical methods, such as those developed by Aristov and Tcheremissine (1992) and Bird (1994), becomes essential. This has been done by several authors and the results have been reported in a number of papers. In most of these papers, however, it was assumed that the sizes of all molecules in binary mixtures are the same. This is hardly justified in the case of diesel fuel evaporation into high pressure air, when
the effective radius of fuel \((C_{12}H_{26})\) molecules is about 2.5 larger than the effective radius of air \((N_2)\) molecules. This was the main driving force behind the development of a new numerical algorithm, specifically designed to model the evaporation and condensation processes in binary mixtures consisting of molecules with different radii and masses (Kryukov et al, 2005). This algorithm was based on the numerical algorithm originally developed by Aristov and Tcheremissine (1992).

Shishkova and Sazhin (2006) further developed this algorithm and applied it to the same problem of evaporation of diesel fuel into high pressure air as considered by Kryukov et al (2004). The results of calculations, using this algorithm, were compared with the prediction of the hydrodynamic model and the approximate model used by Kryukov et al (2004).

The results of the comparison between the predictions of the kinetic model reported by Shishkova and Sazhin (2006) for \(\beta = 1\), and the hydrodynamic model for total pressure 30 bar, initial droplet temperature 300 K, initial droplet radius \((R_{d0})\) 20 \(\mu\)m and gas temperature \((T_g)\) 650 K, are shown in Figure 1. The contribution of air in the Knudsen layer is taken into account. Predictions of the simplified kinetic model used by Kryukov et al (2004) are between those of the rigorous kinetic model and the hydrodynamic model. The effect of curvature of the droplets and the outer boundary of the Knudsen layer were ignored by Kryukov et al (2004), but were taken into account, when calculating mass fluxes, in the model developed by Shishkova and Sazhin (2006).

![Figure 1. Plots of the normalised droplet radius \(\tilde{R} = R_d/R_{d0}\) and normalised droplet surface temperature \(\tilde{T} = T_s/T_{cr}\) versus time, as predicted by the rigorous kinetic model with \(\beta = 1\), and by the hydrodynamic model. The total pressure is 30 bar, the initial droplet temperature is 300 K, \(R_{d0} = 20\ \mu\)m and \(T_g = 650\) K. The contribution of air in the Knudsen layer is taken into account. The critical temperature \(T_{cr} = 659\) K. Predictions of the simplified kinetic model used by Kryukov et al (2004) lie between the kinetic and hydrodynamic curves.](image-url)
The results of the comparison between the predictions of the models allow us to reach reliable conclusions regarding the range of applicability and accuracy of the hydrodynamic model of droplet evaporation, and the approximate kinetic model used by Kryukov et al (2004).

4. Effects of droplet break-up models

Since the early stages of spray modelling it has been recognised that jet and droplet break-up play a major role in spray dynamics, droplet evaporation and ultimately the autoignition of the fuel vapour/air mixture. The early break-up models were deterministic in nature, which means that the droplet break-up is presumed to be constant during the characteristic break-up time. Reitz and Diwakar’s (1986, 1987) bag and stripping break-up models are examples of such models. These were successfully used for the analysis of spray penetration (e.g. Sazhin et al, 2003) and the effects of break-up on droplet heating (e.g. Sazhin et al, 2005b). However, the deterministic models most widely used in computational fluid dynamics (CFD) codes are the Taylor Analogy Breakup (TAB) model (O’Rourke and Amsden, 1987) and the WAVE model based on jet stability analysis (Reitz, 1987). The main limitation of the deterministic models is that they do not take into account the stochastic nature of break-up processes, which is particularly important at high Weber numbers. These effects are accounted for in stochastic break-up models (Gorokhovski, 2001; Gorokhovski and Saveliev, 2003; Apte et al, 2003) which predict explicitly the evolution of probability distribution function for the product droplets in the framework of presumed stochastic process.

The TAB, WAVE and stochastic models developed by Gorokhovski and his group have been implemented into the KIVA 2 CFD code (see Amsden, et al. (1989) for the general description of this code). Calculations of spray evolution over time were performed in two dimensions, assuming azimuthal symmetry of the flow. The spatial domain of 100 mm in the axial direction and 20 mm in the radial direction was discretised into 48 x 20 cells. Injection of parcels in the flow computational domain was performed at the axis of the nozzle exit. In total 1000 parcels were injected during the injection pulse. Injected drops were assumed to have a size equal to the nozzle diameter and axial velocity corresponding to the average injection velocity at the nozzle exit.

The results of calculations were compared with experimental data obtained on a high-pressure rapid compression machine (RCM). This machine is based around a single cylinder Ricardo Proteus test engine which was converted to two-stroke cycle operation by the addition of inlet and exhaust ports in the cylinder liner. The engine had a bore of 135 mm, a stroke of 150 mm, and a displacement of 2.2 litres. An optical chamber 80 mm in length and 50 mm in diameter was fitted on to the cylinder head to enable the full length of the developed fuel spray to be viewed. This chamber provided a near quiescent high-pressure environment, with realistic in-cylinder conditions being achieved by conditioning of the intake air. The size and cylindrical shape of the chamber offered sufficient space for the fuel spray to develop without wall impingement. The flow field in the chamber was quiescent to avoid disturbances by airflow motion on the spray development. The compression ratio of the engine was reduced to 9:1 to further increase the volume available for the optical chamber. In-cylinder temperatures and pressures representative of a modern engine were obtained by increasing the boost pressure and temperature. The induced air was then compressed in the engine during the compression stroke to achieve the desired test conditions.

A custom-built controller was developed (Crua, 2002) to enable independent control of injection timing, number of injections per cycle, injection duration and rail pressure. The fuel injector used was a modern electro-magnetically actuated common rail injector. The injector nozzle was a VCO type with three 200 µm holes. The injection pressure was 600 bar, the in-cylinder pressure was 20 bar, and the in-cylinder gas temperature was 570 K. Measurements of the injection rate were performed to determine the jet velocity at the nozzle outlet.
Figure 2. Patterns of diesel spray observed under the experimental conditions described above (a), predicted by the KIVA 2 CFD code using the TAB (b), WAVE (c) and stochastic (d) models of spray break-up at $t = 0.5\, \text{ms}$. Only the right half of the spray is shown in Figs b,c,d and scales for X and Z are in mm.

Video recordings of the fuel sprays were obtained using a Phantom V7.1 high-speed video camera. The best compromise between acquisition rate and image resolution was obtained with a frame rate of 34,300 fps, with a corresponding resolution of 128 x 320 pixels. Exposure time was independent of the frame rate, and set to 2 microseconds. The processing of the videos was performed by purpose-developed software that measured the spray penetration length and spray cone angle at each video frame after suitable pixel thresholds were set (Crua, 2002).

Figure 2 shows patterns of the spray predicted by the KIVA 2 CFD code using the TAB, WAVE and stochastic models, and the instantaneous image of the spray at $t = 0.5\, \text{ms}$. All calculations were performed assuming that the discharge coefficient of the nozzle is equal to 0.7, and using the measured total amount of fuel. Calculations show spatial distribution of droplet parcels in the right half of the spray. As the actual size of droplets is much smaller then the scale of the figure, the droplet sizes are magnified ten times. The lengths of the spray tip penetration and the cone angles of the spray predicted by all three models are close. The comparison of the calculated spray patterns with the spray image shows larger cone angles predicted by the models. Large droplets located downstream from the nozzle exit indicate the length of the unbroken part of the spray. The stochastic model predicts wider spectra of droplets in the spray region, and longer break-up length compared to the TAB and WAVE models. Also, the TAB and WAVE models predict the fastest atomization of the spray and the smallest size of droplets at the spray tip. Large droplets in the vicinity of the spray tip appear as a result of coalescence. The largest droplets at the spray tip are predicted by the stochastic model.
5. Conclusions

In the case of stationary non-evaporating droplets, a modification of Newton’s law of droplet heating is introduced via a correction to either the gas temperature or convection heat transfer coefficient. These corrections were obtained from the coupled solution of the heat conduction equation in the gas and liquid phases. The solution is analysed using values of parameters relevant to the problem of a liquid fuel droplet heating in a diesel engine. Since gas diffusivity in this case is more than an order of magnitude larger than that in liquid, for practical applications in computational fluid dynamics (CFD) codes, this model can be simplified by assuming that droplet surface temperature is fixed. Moreover, if the initial stage of droplet heating (a few μs) can be ignored then the steady-state solution for the gas phase can be applied for the analysis of the stationary processes. All transient effects in this case are accounted for by liquid phase models.

The finite thermal conductivity of the liquid, recirculation within droplets, time dependence of gas temperature and the convection heat transfer coefficient are taken into account using the effective thermal conductivity model. This model predicts results very close to those predicted by much more complicated ‘extended’ model. It is recommended that the numerical code, taking into account the effects of the finite thermal conductivity of the liquid and recirculation within droplets, is based on the analytical solution of the heat transfer equation inside droplets for a constant convection heat transfer coefficient. The relatively small contribution of thermal radiation to droplet heating allows its description by a simplified model, which does not consider the variation of radiation absorption inside the droplets.

A decomposition technique for the solution of the system of ODEs, describing heating and evaporation of polydisperse spray and the autoignition of the fuel vapour/air mixture, based on the geometrical version of the integral manifold method, is described. This is based on comparison of the values on the right hand sides of these equations, leading to separation of the equations into ‘fast’ and ‘slow’ variables. The hierarchy of the decomposition is allowed to vary with time. Clear advantages of this approach are demonstrated from the point of view of accuracy and CPU efficiency.

The kinetic approaches based on a simplified analysis of the Boltzmann equation and a direct solution, using a modified version of the numerical algorithm developed by Aristov and Tcheremissin, are applied to the analysis of diesel droplet evaporation into high pressure air. Kinetic models predict longer evaporation times and higher droplet temperature compared with the hydrodynamic model. These effects are more pronounced in the case of direct numerical solution of the Boltzmann equation. It is recommended that kinetic effects are taken into account when modelling the evaporation process of diesel fuel droplets in realistic internal combustion engines.

The preliminary results predicted by deterministic (TAB and WAVE) and stochastic models of droplet break-up, both implemented into the KIVA-2 code, are compared with the results of in-house measurements of diesel sprays. The lengths of the spray tip penetration and the cone angles of the spray predicted by all three models are shown to be close. However, the stochastic approach allows us to predict a wider spectrum of droplet sizes in each spray location.
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